ABSTRACT
Molecular communication networks (MC) consisting of biosensors and bioproces-sors have unique characteristics that distinguish them from traditional electromagnetic networks. MC networks are super-slow owing to high processing and propagation delays, need algorithms that are ultra-simple due to the limited computational capabilities of biological circuits, and are highly asymmetric as the receiver/gateway have access to electronic components and other resources. These characteristics demand a re-thinking in the design of communication algorithms for MC networks. In this work, LMN, a link layer protocol specifically focusing on the above three characteristics of an MC network is proposed. LMN proposes a time interval modulation that reduces the overall communication delay and an embedded medium access control that is simple to implement and offloads computational complexity to the receiver.
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1 INTRODUCTION
Naturally existing and synthetically engineered biosensors have evolved and developed to sense and respond to biological phenomena, chemicals, and pathogens, among others. Bacteriophage based sensors to detect pesticides in the environment [1, 2], whole-cell based biosensors that combine living cells and sensors in biomedicine [3] and bio luminescent bacteria to measure toxicity of heavy metals [4] are some examples of biosensors providing access to domains that are otherwise unreachable. The natural sensing mechanisms combined with advancements in synthetic biology to alter/engineer DNA have made live biosensors possible. In addition to sensors, advancements in synthetic biology have also led to the development of computing and processing units using biological entities. A number of synthetically engineered circuits have been developed for oscillators [5, 6], switches [7], sensors [8], and storage [9, 10]. Even though inter-operability of the individual components is a challenging task, the successful operations and availability of biological circuits and components for data processing makes bacteria a strong candidate to use as computing machines. Genetically engineered bacteria for example, can be used to sense and perform computations on the data sensed [11]. Biosensors, along with bio-processors provide the opportunity to build sensors and processors without electronic components. Currently, biosensors are used primarily for sensing and rely on off-line data collection and post-processing in the laboratory. Though biosensors give access to new domains, data collection in real-time is challenging.

Molecular communication (MC) networks that connect biosensors, allowing them to communicate with each other and/or to a gateway receiver, present a solution for real-time monitoring [12]. However, existing communication networks and protocols are not designed to meet the challenges, constraints, and opportunities that arise from having biosensors as their components. For example, while energy efficiency is an import aspect in the design of algorithms for an EM network, the abundance and availability of biosensors that can utilize natural sources of energy from their ecosystem provides opportunities for the designer to shift the focus on other aspects of the problem. Therefore, a fundamental approach to MC algorithms is required.

The focus of this work is to identify the unique characteristics of a MC network and develop a unified link layer protocol that can realize a multi-sender, multi-receiver implementation. Traditionally, link layer encompasses the physical layer challenges such as modulation, channel or medium geometry, achievable data-rate as well as medium access control and addressing. A number of research works focusing on channel modeling [13, 14], capacity analysis [15], modulation [16], medium access control [17], bit error detection and correction [18], and data compression and storage [19] have been reported in the literature. In order to realize a practical MC network, it is crucial to identify and develop protocols that are compatible with the each other’s goals. Specifically, in this work, the unique characteristics of molecular networks are identified as, (1) super-slow (2) ultra-simple (3) highly asymmetric. A link layer protocol for molecular network (LMN) that accounts for the above characteristics is proposed in this work. LMN proposes a modified time interval modulation technique and an embedded medium access control (MAC) to reduce the complexity of implementation and execution, to reduce the overall delay in the system, by leveraging the asymmetry in the resources available at the sender and the receiver. LMN is evaluated in a custom-built python simulator that implements a bacterial communication link model [13].

The rest of the paper is organized as follows: section 2.2 provides a primer on modulation techniques and MAC protocols in molecular networks and section 3.5 details the proposed link layer protocol and the integrated operation of the modulation, addressing and MAC, and the decoder design. In section 4.5 the performance of
LMN is presented and section 5 concludes the paper following discussions on future work.

2 BACKGROUND AND MOTIVATION

2.1 Modulating time intervals

On-Off Keying (OOK) is widely used in MC network research. OOK transmits a rectangular signal of a given amplitude and duration to transmit bit 1 and no signal for a given duration to transmit bit 0. OOK addresses one of the three characteristic of MC network viz., ultra-simple. However, OOK is not suitable for super-slow networks since the total time to convey information increases with the number of bits. Majority of the modulation schemes designed for MC networks such as Concentration Shift Keying (CSK) [16], Molecule Shift Keying (MoSK) [20] rely on the energy of the signal to convey information. Therefore, the number of bits transmitted is proportional to the number of signals transmitted in the channel. Higher the number of bits to be transmitted, higher the number of signals transmitted, higher the delay, making it unsuitable for super-slow networks.

Time Elapse Communication (TEC) [21] is a modulation technique that encodes information in the time interval between symbols and focuses on minimizing the overall communication delay. TEC reduces the number of signals transmitted by encoding information in time interval. A data value d to be transmitted is conveyed by sending exactly two signals viz., start and a stop. d modulates the number of clock cycles between the start and stop signal. Since information is encoded in the time interval, it is sufficient for the sender and the receiver to have the same clock rates and need not be synchronized. Figure 1 shows an illustration of TEC, where the start signal triggers clock counting at the receiver and the next start signal triggers the receiver to stop counting and restart counting the next data. The number of clock cycles elapsed between the trigger conveys the information. In super-slow networks, processing delays are much higher and therefore, clock rates can be higher than transmission rates. For e.g., in a bacterial communication system, processing delays at the receiver is in the order of hours while bacterial clocks of the order of 1 Hz have been built [22]. Therefore, by offloading communication delays to clocks, overall delay is reduced and throughput is improved. The number of signals required is a constant (2 - start and stop) per message, irrespective of the number of bits per message. TEC improves the throughput by over an order of magnitude for a clock rate of 1 Hz compared to OOK.

However, TEC does not have a mechanism to distinguish between the start and the stop signals. TEC assumes that the sender always backlogged i.e., it always has data to send. Therefore, the start of the next data D₂ also indicates the stop of the current data D₁. In real world applications, biological sensors are used to periodically monitor a variable of interest and/or triggered by events of interest. Typical sensing applications do not turn the sensor ON all the time. In addition to that, since the start and stop signals are simply bit 1 s, implementing TEC in a multi-sender network heavily relies on an addressing and MAC algorithm to uniquely identify the sender. In the following section, we analyze addressing and MAC solutions for the MC network to integrate with TEC as a modulation technique.

2.2 Embedded addressing and multiple access

Addressing in traditional communication system is achieved by using addressing fields in packet header. Addressing fields can be implemented in two ways using TEC. 1) The address of the sender is encoded in the start signal. For example, a sender with address 1100 transmits 1100 using energy based modulation such as OOK or CSK and then starts counting data value D₁ before sending a stop signal, also represented by 1100. Such an addressing scheme will increase the number of symbols transmitted by sender (address fields). As the number of senders in the network increases, the number of bits required to address each sender increases further increasing the probability of address bit collisions. Such an addressing bit based approach will require a MAC protocol to coordinate the transmission of multiple senders to reduce this probability of collisions. An addressing mechanism that inherently solves MAC is desirable to gain the benefits of TEC as the underlying modulation technique. Code Division Multiple Access (CDMA) is an example of such an addressing mechanism that allows multiple senders to share the channel simultaneously, without being affected by collisions. However, CDMA is a spread spectrum technique and increases the number of symbols transmitted in the channel, which goes against the motivation of TEC to reduce the number of symbols transmitted in the channel.

An embedded addressing scheme that solves addressing and MAC for bacterial communication networks has been proposed in [23, 24].

Figure 1: Illustration of Time Elapse Communication

Figure 2: Illustration of Amplitude Division Multiple Access
as Amplitude Division Multiple Access (ADMA). ADMA proposes to embed address in the amplitude of the signal transmitted. Fig 2 illustrates ADMA in a multi-sender single-receiver network. ADMA assigns a unique amplitude to each sender, which is then used to transmit a rectangular signal of the assigned amplitude for a duration \( W \) to transmit bit 1 and no signal for a duration \( W \) to transmit bit 0. When multiple senders transmit simultaneously, the receiver receives the sum of amplitudes. ADMA proposes an amplitude assignment algorithm to reduce the probability of error in decoding. The receiver implements a maximum a posteriori (MAP) decoder, with the knowledge of the amplitudes assigned and the channel model. ADMA is easy to implement and require very little processing, thus targeting ultra-simple characteristics of MC networks. By eliminating the need for addressing bits, ADMA reduces the delay and addresses the super-slow characteristic of MC networks. However, since ADMA uses OOK as the underlying modulation, ADMA as a link layer protocol does not reduce the total delay.

### 3 LINK LAYER PROTOCOL

The focus of this work is to develop a link layer protocol for an MC network that is practical and simple to implement.

#### 3.1 Modulation

Based on the discussions on modulations, LMN identifies and addresses the challenges in extending time interval modulation (TIM) to a multi-sender network using amplitude division multiple access. As discussed in the section above, TEC does not answer the following questions that arise in a multi-sender network.

- How to distinguish start and stop signals?
- How to distinguish senders?

TEC assumes the sender to be always backlogged, which is not valid in monitoring applications. LMN proposes to use signal duration \( W \), a characteristic of the start (or stop) signal to differentiate them as below,

\[
\text{start}(t) = \begin{cases} 
A, & 0 \leq t \leq W_B \\
0, & \text{otherwise}
\end{cases} \\
\text{stop}(t) = \begin{cases} 
A, & 0 \leq t \leq W_E \\
0, & \text{otherwise}
\end{cases}
\]

In other words, when the transmitter has a data value \( D \) to send, it transmits a molecular signal of duration \( W_B \), and waits for \( D \) slots and transmits a molecular signal of duration \( W_E \) as shown in Fig 3. On decoding a molecular signal, the receiver deciphers the amplitude and the duration of the signal. If the decoded duration is \( W_B \), the receiver starts counting and stops counting if it is \( W_E \). Since LMN uses two signals to represent a message \( D \), the data rate of LMN is lower than that of TEC as shown in Fig 8. This is attributed to the increase in total time required to transmit an extra signal (Stop) to communicate a value \( D \). On an average, a TEC transmitter sends one signal per message, while a LMN transmitter sends two signals per message (Fig 3). This improvement on TEC is practical and easy to implement, addressing both super-slow and ultra-simple characteristics of MC networks.

#### 3.1.1 Error Detection

The proposed LMN modulation enhances the ability to detect bit errors at the receiver. Loss of the start or stop signal is detected by maintaining the status of the previous message i.e., a start followed by a stop indicates an error/loss in the stop signal and vice versa for stop signal. By maintaining the status of the previous signal, a LMN receiver is able to detect an error in the start or stop signal. On detecting a start followed by a stop, the receiver ignores the previous start and the corresponding time; it begins counting from the latest start signal and stores the previous message as corrupted. TEC assumes a closed system and does not account for signal loss.

LMN includes an unbounded timing error using apriori knowledge of the network. During system setup, LMN setup \( d_{\text{max}} \), the maximum message length (duration) of the link. In other words, the maximum value of the message is known during initialization. The receiver uses the apriori knowledge of \( d_{\text{max}} \) to detect propagation delay error. Analogous to timeout in wireless systems, the receiver sets a timeout \( TO \) equal to the sum of \( d_{\text{max}} \) and \( maxd_{\text{prop}} + 2d_{\text{sm}} \). \( d_{\text{prop}} \) and \( d_{\text{sm}} \) are random variables that indicate the propagation time and the transmission time of the start (and stop) signals. When the receiver counter goes beyond \( TO \), the receiver detects an error and resets the counter and waits for the next start signal. Such a timeout-based error detection is especially relevant in applications where sensing events occur rarely. For example, bacterial sensor detecting pathogen concentrations in an environment reports only when the concentration is above a threshold. Timeout based error detection detects an error much before waiting for the next start signal. Such an error detection mechanism is achieved at the cost of reduced throughput (Fig 8). The data rate of TIM in LMN is,

\[
\text{Data-rate} = \frac{d}{f(d) + W_B + W_E}
\]

where \( f(d) \) is the number of clock cycles corresponding to \( d \) and \( W_B \) and \( W_E \) is the time to transmit a start and a stop signal respectively.

#### 3.2 Medium Access Control

The second challenge identified in using TEC in a multi-sender network is MAC protocol. TEC proposes a modulation technique for a
single link and relies on upper layer protocols to handle addressing and MAC. As discussed in section 2.2, additional address bits will increase the number of signals transmitted and hence the probability of collisions. To reduce the number of symbols and improve network throughput, LMN uses ADMA, an embedded addressing and MAC protocol proposed in [23, 24], that encodes address in the amplitude of the signal transmitted. An illustration in Fig 2 provides an overview of ADMA, where each sender \( s_i \) is assigned a unique amplitude \( a_i \). The sender \( s_i \) transmits bit 1 by sending a rectangular signal of amplitude \( a_i \) for a predetermined duration \( W \) and bit 0 by not sending a signal for \( W \). ADMA sender experiences collisions only when transmitting bit 1 since bit 0 is communicated by an absence of a signal. Additionally, ADMA also assume that the senders always have data to send. ADMA does not distinguish between bit 0 and no data.

Since only bit 1s experience collision, a higher probability of a sender transmitting bit 1 leads to an increase in collision rate. Also, with the increase in the number of senders \( N \), ADMA suffers from high collision and low probability of success in decoding the sender address. It has been shown in [23] that the probability of success is close to 90% only at very low probability of bit 1 being transmitted. ADMA offloads the burden of achieving very low probability of bit 1 to coding techniques. Complex operations like matrix multiplication are required to implement coding techniques and are challenging to implement using a biological sender. Such a coding technique that minimizes bit 1 in the channel could also decrease the effective throughput. LMN proposes to address the collision challenge in ADMA by integrating ADMA with time interval modulation, a coded modulation that minimizes the number of signals (and hence the number of bit 1s) transmitted in the channel. Therefore, by integrating TIM with ADMA LMN can reduce the probability of collisions, while also improving the link and network throughput.

### 3.3 Integration Operation

Integrating TIM with ADMA, LMN proposes a link layer protocol for MC networks to address its unique characteristics viz., super-slow and ultra-simply by leveraging the high asymmetry in resources. LMN assigns a unique amplitudes \( a_i \) to each sender, when is then used to transmit the start and the stop signals, with different durations \( W_B \) and \( W_E \) respectively as illustrated in Fig 4. Therefore, the start (and stop) signals of each sender can be uniquely identified using their amplitude and the start On receiving an amplitude \( a_i \), the receiver decodes the duration the signal. A received pulse of amplitude \( a_i \) for a duration \( W_B \) triggers counter for sender \( s_i \) and a pulse of amplitude \( a_i \) for a duration of \( W_E \) indicates end of message for sender \( s_i \). Thus, the amplitude, duration, and the time interval between symbols are combined to build the link layer protocol of a molecular communication network. The modified signals are,

\[
\begin{align*}
\text{start}_i(t) &= \begin{cases} 
  a_i, & 0 \leq t \leq W_B \\
  0, & \text{otherwise}
\end{cases} \\
\text{stop}_i(t) &= \begin{cases} 
  a_i, & 0 \leq t \leq W_E \\
  0, & \text{otherwise}
\end{cases}
\end{align*}
\]

where \( i \in [1, N] \) is the index of the sender. With the inherent reduction in the number of signals per message transmitted (TIM) and the reduced number of address bits (ADMA), LMN addresses the unique characteristics of MC networks.

### 3.4 Amplitude Assignment

In [23], ADMA proposes a heuristic algorithm to assign amplitudes to individual senders with the knowledge of the probability of bit 1. It was shown that at low probabilities of bit 1, the probability of collisions is small and therefore an integer amplitude assignment would perform the best. Let \( \delta = z_1, z_2, z_3, \ldots z_R \) be the set of the amplitudes that can be uniquely identified by the receiver where \( z_j - z_i = \delta \) for all \( i \neq j \) is the minimum step-size of the decodable amplitudes. Then \( \delta \) can be represented as the set of integers with a common divisor \( \delta \) (except \( z_1 \)). In the rest of the analysis, the amplitudes will be treated as integers without loss of generalization. LMN assigns amplitudes from the range of available amplitudes in an increasing order of magnitude. LMN proposes to choose amplitudes such that the minimum difference between adjacent amplitudes is larger than the amplitude error in the channel.

### 3.5 Decoder Design

As shown in Fig 4, the receiver consists of a sampler, amplitude decoder, period decoder, and the demodulator. For a predetermined sampling duration, the sampler output discrete samples of the continuous received amplitude, which is then fed to the amplitude and the on-period decoder. The on-period decoder filters for the duration during which an amplitude remains constant. If this duration is \( W_B \), the received signal is a start signal and if it is \( W_E \), it is a stop signal. The samples are also fed to the amplitude decoder, which identifies the transmitted amplitudes from the received sum. The
amplitude decoder can recover from collisions between a start and a stop signal. Since start and stop signals are of different durations, the amplitude decoder looks for amplitude changes in the received sum. If the received amplitude is $a_i$ and the output of on-period decoder is $W_B$, the receiver triggers the counter (demodulator) corresponding to the sender $s_i$ to start counting and vice-versa for $W_E$. The decoder proposed in [23] is used as the amplitude decoder and the decoder proposed in [24] is used for on-period decoder.

4 PERFORMANCE EVALUATION

LMN was simulated using a custom-built simulator using Python that implements the experimentally verified model of a receiver bacterial colony developed in [13] as the physical layer module. An additive uniformly distributed noise channel was assumed to account for channel induced amplitude errors. The amplitudes assigned to each sender is spaced out to correct for these errors i.e., in a channel with 10% amplitude error, the minimum difference between adjacent amplitude $a_i$ and $a_j$ is $\geq 0.2a_i$. Each data point presented is averaged over 1000 simulations. It is assumed that the receiver saturates beyond a threshold amplitude. The receiver response remains the same for amplitude above this threshold; hence it affects the decoding performance of LMN.

4.1 Throughput performance

TIM uses two signals to convey a data value $d$, while TEC amortizes stop of current signal in the start of next signal. Thus, the time to transmit $d$ for TIM is higher than that of TEC. Fig 8 compares the average throughput improvement of TIM and TEC over OOK. Unlike OOK, the throughput performance of TIM varies with the range of values the message can take (message length). In Fig 8, the x-axis is the number of bits required to represent a message i.e., a data range of 5 implies that the message is uniformly chosen between 0 and $2^5 - 1$. It should be noted that the throughput initially increases with input data range and drops after a maximum point. It has been shown that [25] the maximum throughput is achieved when the data value is comparable to the time to transmit start and stop signals, after which the time to transmit is exponentially higher than $W_B + W_E$. The maximum data range is thus a function of the durations and the channel. LMN identifies the data range that maximizes throughput during system setup.

4.2 Decoding accuracy

The average probability of success in decoding individual senders by LMN in a multi-sender network with eight senders and a single receiver is shown in Fig 7, as a function of data range. The larger the data range, higher is the silence period between the start and stop signals. An increase in this silence period results in reduced collisions. It is clear from Fig 7 that the probability of success in decoding transmitted message increases with an increase in data range. However, throughput decreases for larger data ranges. A tradeoff between throughput and data accuracy must be considered is choosing the data range. Comparing this to the bit error rate performance of ADMA, for $p_t$, the probability of an ADMA sender transmitting bit 1 equal to 0.5, the probability of success is approximately 0.85 in a network of 14 users.

4.3 Network size

With an increase in the number of senders, the number of signals transmitted in the channel to the receiver increases, affecting the decoding accuracy. Due to its additive nature, molecular communication channel can saturate the receiver with an increase in the number of senders. Fig 5 plots the average probability of success in decoding data for increasing number of senders for different receiver saturation levels. As expected, with increasing number of senders, the probability of collision increases and hence the probability of success decreases. It must be noted the rate of decrease in the probability of success is lower at higher receiver saturation. In a network of 14 senders, with a receiver saturation amplitude as 15,
As mentioned above, the network size depends on the receiver saturation amplitude. In a multi-sender network, the receiver saturates often, leading to decoding errors, while that at a receiver saturation of 30 is relatively unaffected by a network size of 14 senders. Therefore, in order to accommodate a larger network size, a L MN receiver must have a higher saturation amplitude.

4.4 Amplitude assignment

The average probability of success of different amplitude assignment strategies is plotted in Fig 6. All integers assigns increasing amplitude from the sequence $S: 1, 2, 3, \ldots R$. Shifted integers assigns amplitudes $k, k+1, k+2, \ldots 2k-1$ if the number of senders is $k$. This sequence has the property that the sum of two or more entries in this sequence is not an entry of the sequence i.e., if two or more senders collide, it will not be decoded as another sender. Since collisions are less likely in L MN network, Shifted integers can improve the throughput performance. Odd integers assigns odd integers beginning with 1 to each sender. By spacing out the amplitudes, odd integers can further reduce the impact of amplitude errors. It must be noted that the performance of all these amplitude sequences are close to each other. This is due to the fact that time interval modulation reduces the number of signals transmitted and number of collisions. Since amplitude assignment is useful in recovering from multi-sender collisions, their impact in L MN is not significant.

4.5 System requirements

As mentioned above, the network size depends on the receiver saturation amplitude. Fig 9 plots the minimum saturation amplitude at the receiver to achieve a minimum 90% probability of success as a function of network size. As the network size increases, the saturation requirements increases. The bottleneck on the network size (number of senders) is the receiver saturation amplitude.

5 CONCLUSIONS

L MN proposes a link layer protocol that maximizes network throughput by offloading communication time to clock counting and embedding address in the amplitude of the signals. Both time interval modulation and embedded addressing reduces the number of signals transmitted in the channel, thus reducing the probability of collisions. L MN can therefore achieve a high probability of success in a multi-sender network.
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